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#WeAreNotSafe – Exposing How a Post-October 7th 
Disinformation Network Operates on Israeli Social 

Media

Abstract
This report investigates a sophisticated and extensive coordinate network 
orchestrating a disinformation campaign targeting Israeli digital spaces since October 
7th, 2023. By using digital forensic strategies and network analysis, this research 
unearths the magnitude of knowledge, organization, and resource expenditure of the 
campaign. Network analysis indicates the campaign includes thousands of accounts. 
Though unable to trace the exact origins, phone numbers belonging to accounts 
have been linked to Jordan and Egypt, and it is alleged that many of the tactics 
are likely inspired by previous Iranian campaigns. Advanced and novel tactics are 
unearthed in this report, including evading reverse image search, strategic hashtag 
use, and meticulous crafting of fake accounts and engagements. These tactics signify 
a nuanced approach to creating a disinformation network aimed at manipulating 
public opinion in Israel. This report also examines Meta’s responsibilities, highlighting 
concern over its inaction and staggered transparency. This report contributes crucial 
insights regarding influence campaigns in Israeli digital spaces and provides valuable 
learnings for social media platforms in combating disinformation campaign strategies 
and efforts.
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Introduction

In the wake of the Hamas attack on October 7th, the Israel Defense Forces (IDF) Information 
Security Department revealed a campaign of Instagram accounts impersonating young, 
attractive Israeli women who were actively engaging Israeli soldiers, attempting to 
extract information through direct messages.1 Coined as an “Avatar Infrastructure,” 
the IDF accuses Hamas of operating this network. This paper exposes a different yet 
equally alarming aspect of these networks of fraudulent accounts. Beyond espionage, 
this research unearths a network of accounts geared towards mass disinformation. 
Particularly on Instagram, Israeli pages have been inundated with comments in broken 
Hebrew, vehemently criticizing the government and spreading disinformation. These 
comments, often debating the merits of the war in Gaza and lamenting what they 

1  IDF, 2023
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believe to be the end of Israel, hint at something more orchestrated. This research has 
identified hundreds of such accounts — with an estimated total network size in the 
thousands — operating with high sophistication and intensity. Unlike usual low-effort 
fake accounts, these accounts meticulously mimic young Israelis. They stand out due to 
the extraordinary lengths taken to ensure their authenticity, from unique narratives to 
the content they produce to their seemingly authentic interactions. This not only serves 
the purpose of convincing the average user of the authenticity of the person behind the 
username, but it also aims to evade the algorithm’s detection as inauthentic. 

The phenomenon of fake account networks engineered for disinformation is not novel, 
and platforms frequently grapple with such issues.2 The sophistication and dedicated 
effort observed in this network point to a group’s intense commitment to disseminating 
discord and disinformation within the Israeli segment of Instagram. Their reach and 
interactive capacity with Israeli users —unimpeded by Meta’s efforts3 to combat 
disinformation and fake accounts— signal another evolution in bespoke cyberwarfare 
against Israel. 

Meta terms influence campaigns such as the one explored in this report as Coordinated 
Inauthentic Behavior (CIB), which will be a term used throughout the paper.4

Identifying The Network

Identifying the authenticity of these accounts is more complex than usual networks 5 due 
to the extensive effort put into making these accounts seem real. Several methodologies 
were employed to identify and analyze the network of fake Instagram accounts targeting 
Israeli users. The investigative process integrated digital forensic techniques and 
Open-Source Intelligence (OSINT) methodologies, ensuring a systematic approach to 
confirming inauthentic profiles.

Figure 1 – Selection of accounts identified as belonging to the network.

Profile Formula

A core component of the detection methodology was applying qualitative linguistic 
analysis. This involved checking the fingerprint of language, syntax, and style used in 

2  Dance, 2018

3  Mukherjee, 2023

4  Gleicher, 2018

5  Barojan, 2018
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the comments and profile of the suspected account. Each account bio consistently 
incorporated a combination of specific elements: emojis, nationality, location, 
educational institution or occupation, age, and a personal quote, sports team or band. 
The recurrence of this specific formula across multiple accounts hinted at a standardized 
template for bio construction. 

Figure 2 - Profile formula example.

Image Theft

Some profiles underwent a reverse-image search of their photos to ascertain their 
authenticity. Many of the images searched were found to be appropriated from genuine 
social media profiles or sites such as Pinterest. When this was the case, the account was 
marked as confirmed to be inauthentic. One innovative method involves using photos 
that are initially frames from videos, which allows for evading reverse searches in most 
cases. This is seen in Figure 4, where an image uploaded by an inauthentic account was 
a screenshot taken from a TikTok video. 

Figure 3 - Pinterest results for profile picture uploaded by one of the accounts.
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Figure 4 – Reverse image search on photo uploaded by account from the network originating from a 
TikTok video.

Registration Details 

A significant pattern identified was the creation date of these accounts, with all verified 
accounts being created post-October 2023. This temporal clustering was indicative of 
the CIB being initiated following the Hamas attack on October 7th.

Figure 5 - “About This Account” feature used on one of the accounts from the network

The report uncovered that some accounts were registered using phone numbers 
originating from Egypt and Jordan. The notable discovery here is that using real, unique 
phone numbers for account verification suggests a substantial investment in creating 
these accounts, indicative of an operation with considerable capital. The hypothesis 
for this interest in registering with a phone number rather than just an email is that it 
likely increases the legitimacy of an account in Instagram’s system. The phone numbers’ 
location does not necessarily link the CIB with the respective countries. In 2021, an 
Iranian network operating in Israeli digital spaces was operated using accounts traced 
to Palestinian and Israeli phone numbers.6  

6  FakeReporter 
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Figure 6 - Accounts linked to phone numbers from Egypt and Jordan

Network Analysis

Using specific OSINT tools enables the extraction of followers and following lists from 
public Instagram profiles. However, Meta does attempt to limit these tools. A list of 400 
accounts, highly suspected of being part of the network, was compiled. It is essential to 
note this cap of 400 was due to resource constraints of the research, not for lack of more 
accounts to document.

To approximate the network’s scale, a sample of eight verified accounts within the 
network was analyzed, and their follower lists were extracted, resulting in a total dataset 
of 2,422 followers. Calculating unique followers from the dataset leads to an overlap 
result exceeding 47% (1,142 overlapped accounts). These results give a rough estimate 
that the network is at least in the thousands. The high level of overlap can best be 
visualized in the below network analysis diagram generated using Gephi, showing the 
interconnectedness in the following and followed lists of only three confirmed accounts 
from the network. 
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Figure 7 - Data visualization of overlap in the following and follower list of three accounts from the 
network. The diagram depicts each account as a node, with lines representing connections to or 

from the three principal accounts, which are marked.

Origins of the Network

The most viable strategy for identifying the network’s founders relies on detecting 
their own (human) errors. Given the vast number of accounts and the content volume 
generated, reverse-engineering the network to pinpoint its genesis — potentially 
uncovering links to the creators — is too significant of a challenge. However, some of 
the content and behavior of this network mimic past suspected and confirmed Iranian 
CIB campaigns in Israel in the last three years, including during elections78, the May 
2021 Gaza War9, and the 2023 judicial reform protests.10,11 This will be demonstrated 
throughout the report.

Network Modus Operandi

Each account was methodically set up with individual phone numbers and email 
addresses, suggesting a substantial capital investment and working hours. This approach, 
along with the meticulous crafting of profiles, reflects a significant commitment to the 
CIB’s operational security and authenticity.

7  Siegal, 2022

8  Frenkel, 2021

9  Benjakob & Goichman, 2021

10  Benjakob, Peleg, & Breiner, 2023

11  Ilnai, 2023
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Machine Translation

A conspicuous aspect of these accounts is the likely usage of machine-translated Hebrew. 
The disjointed and linguistically strange comments imply that the CIB’s architects are not 
Hebrew-speaking and likely translate to Hebrew using online tools. There’s no official 
way to confirm that a text is translated, but it is evident when the gender for nouns 
is incorrect, very unusual words or illogical grammar being used usually lead to the 
conclusion that the comment was not written by a native speaker that is aware of the 
nuances of the language.

  

Figure 8 - Comment in Hebrew stating there is no more safety in the country.

Hashtags as an Index

The intricate modus operandi of these fake Instagram accounts includes a novel tactic: 
the use of a specialized hashtag system, which plays a role in their operational strategy.

The accounts post generic images to fill their account feed to make the account seem 
real. They then employ a hidden hashtag in their posts, consisting of a seemingly random 
string of numbers and letters.

Figure 9 - Posts published under one of the group’s unique hashtags on Instagram.

The hypothesis regarding this tactic is that the group orchestrating these accounts 
utilizes these hashtags as a means of indexing them. This system likely serves a dual 
purpose: firstly, to keep track of the network’s expansive network of accounts and unique 
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posts, and secondly, to streamline the process of boosting engagement among these 
accounts. By searching for these specific, unique hashtags, the group can quickly locate 
posts from their network and engage with them using other fake accounts, thereby 
artificially inflating the visibility and perceived authenticity of the fake account.

Crafting Organic Engagement

A significant amount of effort is dedicated to crafting what appears to be organic 
interactions between these accounts. This goes beyond mere comments and likes; the 
network architects have taken steps to fabricate fictional relationships between different 
accounts. Such relationships could range from friendships to romantic connections, all 
designed to add a layer of authenticity and depth to the accounts’ online personas. This 
tactic was also noted in the IDF Information Security Department exposé of the Hamas 
bot network.12

Figure 10 - A fake account tagging another account belonging to the network as a romantic partner.

Figure 11 – Instagram story uploaded by a fake account depicting a relationship with another 
account from the network.

12  IDF, 2023
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The methods of organic account spoofing within the network are a testament to the high 
level of dedication, attention to detail, and motivation behind the network. It indicates 
an intricate level of organization and suggests that considerable thought and planning 
have gone into developing these personas and their interactions. The motivations 
behind this effort might lie in convincing a passerby of the account’s authenticity. Still, it 
may also be an attempt to limit attention from platform algorithms designed to detect 
unusual accounts. 

Cross-Platform Personas – TikTok, Facebook, and Threads

Another means of creating authentic and organic profiles is connecting Instagram 
accounts to other social media platforms in a recursive loop of social media accounts. 
There is a clear and intense effort to create authentic personas using integrated social 
accounts and to expand engagement. 

Figure 12 - Fake account responding to Times of Israel’s account on Threads.

As seen below with a Facebook profile and Threads account of two highly active 
accounts that portray themselves as romantic partners. The woman’s Facebook profile 
(see reverse image search in figure 5 earlier) is linked to the fake Instagram account 
and a TikTok account. The man’s account was linked with Meta’s Threads, where he 
posted a screencap from a post on TikTok by an account under the same name. This 
is a meticulous effort in crafting intricate and layered online personas for accounts. At 
least 12 Facebook accounts were linked to confirmed inauthentic Instagram accounts, 
possibly indicating a transition to attempt molding the discourse on other platforms.
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Figure 13 - Threads post of a post on TikTok by an account under the same name.

Figure 14 - Facebook profile of the female account from the network.

Cultural Misperceptions

The construction of these profiles offers a window into how the creators perceive Israeli 
society. The accounts predominantly portray their personas as young Israelis, with many 
claiming to be engineers or STEM students and a notable number identifying as members 
of the LGBTQIA+ community. This stereotypical portrayal suggests a superficial, even 
caricatured, understanding of Israeli demographics and social dynamics.
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Figure 15 - Accounts from the network with queer identifiers in the bio.

Despite an often superficial understanding of Israeli society, these accounts demonstrate 
a capability to engage in convincing interactions within larger Israeli comment sections 
on Instagram. While the creators may lack deep cultural insights, they possess sufficient 
understanding to superficially mimic authentic engagement, allowing them to pass the 
“Turing test” among Israeli audiences.

Content Analysis

The accounts are active on Israeli Instagram pages, particularly posts related to the 
war in Gaza. Their comments and posts are tailored to engage with current events and 
public sentiments regarding these issues. 

Many of the narratives center on accusing the Israeli government, particularly Prime 
Minister Benjamin Netanyahu, of deceiving the public about the events of October 
7th or being unfit to lead. The primary motive behind this is to exploit Netanyahu’s 
well-known polarizing effect on Israeli discourse. This strategy has precedence in CIB 
campaigns against Israel, with Iranian CIB networks13 often focusing messaging on 
polarizing Israelis through Netanyahu.

Figure 16 – Comment on post by Israel’s Leader of the Opposition blaming Netanyahu for failing to 
protect Israelis.

13  FakeReporter
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Figure 17 - Comment claiming Netanyahu is mismanaging the war.

Figure 18 - Comments blaming Netanyahu [translation overlaid]

One example of misinformation being spread by the network is the now-debunked 
video purportedly showing Israeli helicopters attacking civilians14, which these accounts 
claim depicts an Israeli assault on attendees of the Nova Festival. This narrative serves a 
dual purpose: it attempts to minimize the perceived brutality of the October 7th attacks, 
while shifting the blame for civilian casualties to Netanyahu.

Figure 19 - Comment spreading disinformation [translation overlaid]

14  Abreu, 2023



Post-October 7th Disinformation Network Operates on Israeli Social Media

ict.org.il

15

International Institute for Counter-Terrorism (2024)

Figure 20 – Popular post by account from the network, spreading disinformation that Israel killed 
the festivalgoers on October 7th [translation overlaid]

In their posts and comments, accounts persistently claim that the ongoing conflict in 
Gaza is futile and costly for Israel. It emphasizes the heavy toll of the war on Israel, both 
in terms of resources and human lives. A significant emotional element is added to this 
narrative by falsely claiming that Israeli airstrikes in Gaza are resulting in the deaths of 
hostages, effectively portraying Netanyahu as responsible for the loss of Israeli soldiers 
and civilians. This narrative strategy is designed to evoke emotional responses and sway 
public opinion against the war effort.

Push for Emigration

The bottom line of these narratives is the suggestion that Israel is no longer safe and the 
government is untrustworthy. The accounts frequently express sentiments of lost safety 
and then reinforce these claims by stating that they, or others, have chosen to emigrate 
from Israel back to their home countries. Many accounts are claiming there is a “curse 
of the 8th decade”, claiming Israel will not survive past eighty years of existence. This 
theory is particularly popular in the Arab world and relatively unknown in Israel.15

15  Yadid, 2023
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Figure 21 - Comments claiming the eighth-decade curse is real [translation overlaid]

Figure 22 – Comments from fake accounts on a post by Israel’s national broadcaster discussing 
emigration.[translation overlaid]

The narrative is further amplified by a dedicated page, also likely run by the same group, 
which actively promotes emigration by comparing Israeli cities to safer alternatives in 
the United States. 

Figure 23 - Page that promotes Jewish emigration from Israel.
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A recurring element in the account bios and comments is the portrayal of themselves 
as dual nationals. This aspect, along with the emphasis on emigration, mainly pushed 
in comment discussions with real Israelis on Instagram, reflects a misunderstanding of 
Israeli society by the CIB’s orchestrators. They overlook the fact that a significant portion 
of Israelis are from Arab countries to which they cannot return and that, ultimately, only 
about 10% of Israelis are dual citizens.16 

Literal Strawmen

An interesting rhetorical strategy this group employs involves a very literal use of the 
“strawman argument.” This method is executed by having the accounts engage in 
contrived debates against each other in comment sections. 

Figure 24 - Fake accounts arguing over emigration from Israel.

This serves a dual purpose: not only does it lend a facade of authenticity to the accounts, 
but it also frames and influences the parameters of the discourse for any real users 
observing these interactions. 

Figure 25 - Account undermining October 7th footage as disinformation.

16  Harpaz & Herzog, 2018, p. 10
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This tactic effectively manipulates the audience’s perception of what constitutes a valid 
and prevalent opinion within the community. By witnessing these detailed exchanges, 
real users may believe that the arguments presented by the fake accounts reflect a 
legitimate segment of public opinion, even when they are entirely fabricated.

Figure 26 - Fake accounts arguing over emigration from Israel.

Discussion

Despite the apparent gaps in their superficial cultural understanding, the effectiveness 
of this CIB network in stirring discord is noticeable. Their success lies in infiltrating 
comment sections on Israeli Instagram pages, where they manipulate conversations. By 
feigning authentic Israeli perspectives, these accounts have managed to deceive real 
Israeli users into engaging with their views. These views, which attribute sole blame to 
Israel for the October 7th incidents, criticize the conduct of the Gaza war, question the 
competency of the government, and promote the notion of diminished safety in Israel, 
effectively fuel a narrative of distrust and disillusionment. In doing so, these accounts 
play a significant role in shaping perceptions and debates surrounding critical national 
issues, demonstrating the potent impact CIB campaigns can have. 

Instagram as a Novel Platform

The network’s primary focus on Instagram does represent an unprecedented shift in 
CIB campaigns targeting Israel, signaling a strategic motivation to influence a younger 
demographic in Israel, as opposed to other campaigns that were more active on X17 

17  Siegal, 2022
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and, to a lesser extent, Facebook and WhatsApp18,19, targeting a more adult segment. 
As detailed in the previous chapter, there is a significant gap in understanding 
Israel’s social and cultural nuances, especially its youth. However, the campaign has a 
demonstrated interest in engaging this segment that is traditionally less targeted, and 
this is shown through the constant upkeep of youth-oriented profiles, with daily stories 
being uploaded and integrated TikTok accounts, resembling an average social-media 
active youth in Israel. 

Meta’s Responsibility

Social media platforms, especially Meta, must rigorously monitor and analyze the 
patterns of behavior presented in this paper. CIB networks, such as this one, must be 
investigated, and the perpetrators should go through rigorous restrictions to avoid 
them bypassing a simple ban. Meta has a reporting process across its platforms, yet 
the system lacks a specific option for reporting inauthentic accounts unless they are 
impersonating a celebrity or the reporting user. This limitation undermines efforts to 
combat CIB.  

While Meta does provide impressive statistics on the number of fake accounts it acts 
on and even its proactivity of getting to said fake accounts before they are reported 
(99.10%!)20, this transparency extends only to Facebook, claiming metrics for Instagram 
cannot yet be estimated. In 2021, Meta began publishing monthly “Coordinated 
Inauthentic Behavior Reports” and, in 2022, addressed CIB through its quarterly 
“Adversarial Threat Reports.” When analyzing all quarterly reports of 2023, through 
the entire year, Meta reported the removal of 40 Facebook accounts, eight Pages, and 
one Group linked to CIB targeting Israel. This figure is modest and raises concerns, 
especially considering Meta’s recent significant layoffs, which have affected moderation 
teams.21

Four months have passed, yet the network in this paper continues to grow and operate. 
Despite deactivating some accounts, Meta’s failure to identify and dismantle the entire 
network contradicts its self-imposed standards for combating CIB. 

Conclusion

The process of identifying these sophisticated fake accounts poses a complex challenge, 
but it becomes more manageable once an initial account is confirmed as fraudulent. The 
interconnected nature of these accounts, driven by their strategic objective to simulate 

18  Benjakob, Peleg, & Breiner, 2023

19  Goichman, 2024

20  Meta, 2023

21  Field & Vanian, 2023



Post-October 7th Disinformation Network Operates on Israeli Social Media

ict.org.il

20

International Institute for Counter-Terrorism (2024)

organic engagement, creates a pattern of interaction that can be traced and analyzed 
in effective mixed-method research. The levels of complexity, thought, resources, and 
capital expended into creating and maintaining this network are disconcerting. Even 
after hours of logging accounts, more and more still seem to exist. 

The content strategy of these accounts is multifaceted, targeting emotional, political, 
and societal aspects to influence public opinion. While their tactics demonstrate a 
certain level of sophistication, the underlying misconceptions about Israeli society hint 
that the campaign is likely orchestrated by a group with ambitious goals. This research 
failed to pinpoint the origins of the group. Nonetheless, some of the tactics do have 
precedent in Iranian campaigns. From the meticulous creation of personas and strategic 
divisive messaging to a nuanced understanding of domestic politics, this campaign has 
proven its continuation of Iran’s CIB legacy in the Israeli digital landscape. Ultimately, 
there is a group behind this network, and it is expending significant resources in this 
months-long campaign, showing that Meta has yet to prove a strategy for mitigating 
CIB and safeguarding the well-being of the people.

An advance notice of this report and a spreadsheet of suspected accounts were sent to 
Meta’s public policy team in Israel. 
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